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Abstract

Results of a three-dimensional pore network simulation of drying under constant external conditions are reported.
It is shown that the pore network drying model capture speci®c features of drying of capillary porous media such

that the phenomenon of dry patches and the occurrence of a constant rate period (CRP). These phenomena are
explained as consequences of the fractal invasion percolation patterns that characterize drying when the capillary
forces dominate. The evolution of the liquid phase structure within the pore network during drying is studied and
the process of fragmentation of the liquid phase into isolated clusters is analysed. The various periods of the drying

curve are analysed from the evolution of the liquid phase distribution within the sample. # 1999 Elsevier Science
Ltd. All rights reserved.

1. Introduction

Despite the huge amount of literature devoted to
drying of capillary porous media, several features of
drying are still puzzling. For example, Van Brakel [1],

mentions in his review that dry and wet patches can be
recognized at the surface of a porous medium during
drying. Explanation for the formation of such patches

is not given, however. Nothing is presented regarding
the size and the evolution of the patches. Also, under
constant external conditions, a constant drying rate
period (CRP) is generally observed, Van Brakel [1].

Various explanations of the CRP have been given in
the past. According to Van Brakel, the most con-
vincing explanation is due to Suzuki and Maeda [2].

These authors have shown that a CRP could occur if

the size of wet and dry patches on the surface is small
compared to the thickness of the external mass bound-

ary layer. However, in the analysis of Suzuki and
Maeda and in the review of Van Brakel, no attempt
was made to show that the size of the patches occur-

ring during drying was indeed consistent with this
result. In presenting the analysis of Suzuki and Maeda,
Van Brakel assumes that the size of the patches is on

the order of the pore or grain size. This is in fact in
complete disagreement with the experimental results
reported in Maneval [3]. Using NMR imaging tech-
niques, Maneval obtained two-dimensional local scale

saturation distributions during drying of a pack of
glass beads. The size of the surface heterogeneities was
clearly much greater than the bead diameter.

Therefore, it should be concluded that there is in fact
no satisfactory explanation of the CRP. Maneval's
results indicate, however, that a better understanding

of the liquid phase distribution within the porous me-
dium and at the surface during drying is a necessary
®rst step towards an explanation of the dry and wet
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patches phenomenon as well as the CRP. In this
article, those questions are investigated through three-

dimensional pore network simulations. To the best of
our knowledge, this is the ®rst time that three-dimen-
sional pore network simulations of drying are pre-

sented. The pore network drying model used for the
simulations, Prat [4], has been extensively used for
studying drying in two-dimensional systems, Prat [5],
Laurindo and Prat [6,7]. Comparisons with experimen-

tal results for transparent etched networks, Laurindo
and Prat [6,7], have shown that this drying model was
a very appropriate tool for studying the phase distri-

bution evolution during drying at the pore network
scale. This model is brie¯y presented in the next sec-
tion. It is perhaps worth mentioning, however, that

there exist essential di�erences between drying in two-
dimensions and drying in three-dimensions that pre-
vent the occurrence of a CRP for two-dimensional sys-

tems and therefore impose to study the CRP with
three-dimensional porous media. As explained in pre-
vious works [5±9], the slow drying process investigated
in the present article is essentially an invasion percola-

tion process where secondary invasions occur in the
liquid trapped clusters that forms during drying. It is
well known [10], that trapping changes the invasion

percolation quite drastically in two-dimensions.
Trapping is important in two-dimensions but negligible
in three-dimensions during the ®rst stages of the in-

vasion. For this reason, a CRP is observed in three-
dimensions but not in two-dimensions.

2. Drying model

The objective is to simulate the evaporation of a
liquid from an initially saturated capillary porous me-
dium, as sketched in Fig. 1. The simulator is described

in detail in previous articles [4±6]. Additional details
can also be found in Laurindo [8] and Le Bray [9]. Its
main features are the following. The pore space is

modelled by a simple cubic lattice of sites and bonds
(or throats) of various sizes. The width of each bond is
randomly chosen according a uniform distribution law

in the range 0.1±0.7 mm. Initially, the network is com-

pletely saturated by a single component liquid. The

boundaries of the network are formed by six surfaces.

Vapor escapes through one of these six surfaces, this is

the top surface in Fig. 2. The other surfaces are imper-

vious.

The phenomena taken into account are the capillary

e�ects modelled by means of the invasion percolation

rules [10], the phase-change at each elementary liquid±

gas interface, and the di�usive transport in the gas

phase. The gas phase is a binary mixture made up of

the vapor of the liquid and an inert component. Heat

transfer is not taken into account. As only capillary

porous media are considered, the Kelvin's e�ect is
neglected. As discussed in our previous articles, the

capillary e�ects result in the occurrence of many liquid

clusters as in standard invasion percolation.

Computing the evaporation at the boundary of each

cluster present in the system helps to solve the problem

of di�usive transport of the vaporized species through

the gas phase at each step of the invasion. As

explained by Prat [14], it is also possible to include the

Nomenclature

CRP constant rate period
FRP falling rate period
RCP receding front period

BT breakthrough (®rst percolation transition)
MCD main cluster disconnection (second perco-

lation transition)

c evaporation ¯ux density (kg/m2/s)

h mass transfer coe�cient (kg/m2/s/Pa)
L network size (m)
m normalized drying rate

Pvi vapor partial pressure at the interface (Pa)
Pv1 reference vapor partial pressure (Pa)
s standard deviation of the vapor partial

pressure distribution at the interface

Fig. 1. Con®guration studied.
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gravity e�ects by de®ning an appropriate invasion
throat potential depending on the width of the throat,

the relative position of the throat in the gravity ®eld,
and the Bond number, that is the ratio of the gravity
forces to the capillary forces. In the present article,

however, gravity e�ects are not taken into account. As
explained by Prat [5], the present model is valid in the
limit of very low capillary numbers (quasi-static limit),

that is when capillary e�ects dominate. This is a very
reasonable restriction, since drying is a very slow pro-
cess under usual laboratory conditions.

The mass transfer at the open surface is modelled by
means of a local constant mass transfer coe�cient,
that is the local liquid vapor ¯ux density is expressed
as

e � h�Pvi ÿ Pv1� �1�

in which h and Pv1 are the local mass transfer coef-

®cient and the reference vapor partial pressure in the
gas phase surrounding the network respectively and
Pvi is the liquid vapor partial pressure at the entrance

of the considered bond at the open boundary of net-
work. It has been shown elsewhere [11], that drying is
in fact a (heat and) mass transfer conjugate problem
which needs to solve simultaneously the external trans-

port equations and the equations of the drying model
for the porous materials. As a result the interfacial
transfer coe�cients are generally not constant. Solving

the drying problem as a conjugate problem by coup-
ling the pore network model and some external trans-
port model is, however, very CPU time demanding

and has not been attempted in the present study. This
attractive line of attack, called in the following the
conjugate approach, will undoubtedly be used in the

future for studying the mass transfer at the interface.
As mentioned before, we proceeded simply by as-

suming a local constant mass transfer coe�cient. It
should be stressed that such an assumption is conser-
vative with regard to the model of Suzuki and Maeda

[2] and the conjugate approach. In the model of
Suzitki and Maeda [2], the transport along the surface
contributes to make the vapor pressure uniform at a

short distance from the interface within the external
mass boundary layer. Due to this e�ect, a partially wet
surface may behave as it were completely wet. This

e�ect will be present also in a conjugate approach.
When a local constant transfer coe�cient is used, this
e�ect is not incorporated. Therefore, if the present
model leads to a CRP, we will be able to conclude that

a CRP would inevitably be observed in the more rea-
listic conjugate approach. As mentioned before, the
present model is valid in the quasi-static limit (very

low capillary number). Therefore, throughout this
article, drying and drainage will always be considered
under the assumption of a very low capillary number.

3. Simulations

The results presented in this article were obtained
for a 51� 51 � 51 network. Because of the CPU time
required for a full simulation of drying (several days

on a IBM RS 6000/375 workstation) only one realis-
ation of network was considered.

3.1. Drying periods

Three drying periods are usually distinguished from

Fig. 2. The model porous medium considered (simple cubic network).
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the drying curve: the so-called constant drying period
(CRP), the falling rate period (FRP) and the receding

front period (RFP) [1]. An idea would be to relate
those di�erent periods drawn from a typical drying
curve to changes in terms of the phase distribution

structure within the porous domain. In drainage at low
Ca, which can be described by invasion percolation,
two particular stages of invasion are usually distin-

guished: (i) the breakthrough (BT) when the injection
¯uid reaches the outlet for the ®rst time, and (ii) the
terminal point when the displacement stops.

Breakthrough represents the percolation threshold of
the non-wetting phase, while with trapping, the ter-
minal point represents the percolation threshold of the
wetting phase. At the terminal point, the wetting phase

is distributed within the system in the form of discon-
nected clusters. Thus, in drainage, the wetting ¯uid,
which initially forms a single cluster occupying the

whole pore space, gets progressively broken up into
clusters of various sizes until the terminal point is
reached. It has been shown elsewhere [5,6] that drying

and drainage at low Ca lead to the same invasion
sequence of the main (in®nite) cluster, that is, the wet-
ting ¯uid cluster which is connected to the outlet in

drainage, and is connected to the impervious surface
corresponding to the drainage outlet in drying (this is
the bottom surface in Fig.1). Therefore, what is known
about drainage, in terms of the phase distribution evol-

ution, represents a ®rst approximation of the phase
distribution evolution in drying. As shown by Prat [5]
and Laurindo and Prat [6], this is, however, only a

®rst approximation, because in drying, the discon-
nected liquid clusters that form during the process are
invaded owing to evaporation at the boundary of these

clusters (due to the liquid incompressibility, those clus-
ters cannot be invaded in drainage). Furthermore, it is
clear that the breakthrough and the terminal point,
which are important moments of drainage, are not

necessarily associated with some particular stage of
drying. Therefore, it is necessary to explore speci®cally
the evolution of the phase distribution in drying.

3.2. Global behavior

First insights can be gained from numerical visual-
izations of the liquid±gas interface within the network
during drying as shown in Fig. 3. Three main stages

can be distinguished. In the ®rst stage the gas preferen-
tially invades the region of the open face. Irregular
fractal patterns typical of invasion percolation are

obtained as shown in Fig. 3a and 3b. The second stage
is characterized by an invasion of the sample which
seems statistically homogeneous and isotropic (this is

clearly evidenced in the numerical animation from
which Fig. 3a±h were selected). A typical visualization
for this stage is shown in Fig. 3c. As can be seen from

Fig. 3d±h, the third stage is characterized by the full
drying of the sample through an evaporation process

sweeping the network from the open (top) face to the
bottom face. Disconnected clusters are clearly visible
in Fig. 3e±h. This suggests that the liquid phase is in

fact distributed in the form of disconnected clusters
when the third stage starts. Hence, in terms of phase
distribution evolution, drying can be de®ned as a pro-

gressive fragmentation and erosion process of the
liquid phase. Initially, the liquid phase forms a single
cluster spanning the network. When the third phase

starts, there is no network spanning liquid cluster any-
more but a large number of isolated liquid clusters of
various sizes. This suggests to de®ne as a `critical' step
of drying, the main cluster disconnection (MCD),

which is the moment where for the ®rst time there is
no liquid cluster completely spanning the network,
that is, connecting the open and the `outlet' face. In

other terms, at MCD, the largest liquid cluster (termed
hereafter the main cluster) is no longer connected to
the open face. This step corresponds to a percolation

transition [12].

3.3. Saturation pro®les

Fig. 4 shows the evolution of the saturation pro®les
along the z axis. The saturations depicted in Fig. 4 are

the average saturation over x±y slices. The three main
stages described above can be clearly seen in Fig. 4,
that is, the initial stage that ends a little after `break-

through', the second stage marked by an isotropic and
homogeneous invasion, and the third stage which re-
sembles a receding front period. Note, however, end-

e�ects during the second stage in the open and bottom
face regions. It is interesting to observe that the satur-
ation in the ®rst slice (saturation at the interface)
varies much more during the ®rst and third stages than

during the second stage where it stabilizes in the range
0.3±0.35. In others terms, Fig. 4 indicates that the rela-
tive change in the overall saturation is much greater

than the relative change in the saturation at the inter-
face during a signi®cant part of the second stage.
Fig. 5 shows the evolution of the slice average satu-

rations as a function of the overall saturation. End
e�ects can be seen in Fig. 5. Before MCD, the satu-
ration gradient along z is much greater for the ®rst
three and last three slices than in the remaining part of

network. Three phases can be distinguished in Fig. 5.
The ®rst phase up to BT is characterized by the
spreading of the slice average saturation along z.

Between BT and MCD, the slice average saturations
become more and more uniform in the bulk of the net-
work. During the third phase after MCD two regions

are present in the system: a dry region, and an unsatu-
rated region in which the saturation is uniform with a
sharp transition between the two regions. The dry
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Fig. 3. Evolution of the liquid±gas interface within the network during drying. The top (open) face of Fig. 1 corresponds to the

(hidden) right-hand face in the ®gure. The bottom face in Fig. 1 corresponds to the left-hand face in the ®gure.
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Fig. 3 (continued)
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Fig. 3 (continued)
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Fig. 3 (continued)
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region extension grows during this last phase. Fig. 5
also shows that there is no direct relation between the

surface saturation and the overall saturation.
Therefore, this questions the relevance of approach in
which the mass transfer coe�cient is considered as

function of the overall saturation, see for example
Kaviany and Mittal [13] among others.

3.4. Liquid cluster evolution

The question considered in this section is how the
liquid phase progressively becomes broken into discon-
nected clusters. As can be seen from Fig. 6 the number

of cluster ®rst increases and reaches a maximum
shortly after MCD. Fig. 7 compares the clusters distri-

Fig. 4. Slice averaged saturation pro®les at various times along z. Slice no. 1 corresponds to the open face of network, slice no. 51

to the bottom face of network.

Fig. 5. Evolution of the slice averaged saturations as a function of the overall saturation. Each curve corresponds to a slice.
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butions for pure drainage (simulated by the standard

invasion percolation algorithm) and for drying at BT
and MCD (note that the main cluster is not taken into
account in these ®gures). In these ®gures, the cluster

size is expressed in numbers of sites. It can be seen
that part of the clusters that form are eliminated in
drying. However, in a ®rst period, the number of clus-
ters that form overcome the number of clusters that

disappear due to evaporation. In a second period, the
evaporation erosion process becomes dominant and
the number of clusters diminishes up to the full drying

of the network. Note also that the number of clusters
that are present at BT is very small.
Fig. 8 shows the evolution of the extension along z

of the largest clusters in the system. As can be seen
from Fig. 8, the main cluster is at least one order of
magnitude greater than the other clusters almost up to

MCD. The homogeneous and isotropic nature of the
invasion between BT and MCD is illustrated by the
fact that the distribution of the disconnect clusters is
more or less uniform along z (as those clusters mainly

result from the fragmentation of the main clusters and
this fragmentation can take place anywhere in the net-
work, disconnect clusters are expected to form every-

where). After MCD, when there is no main cluster
anymore for maintaining long distance connections
within the liquid phase, the preferential erosion of the

clusters located near the open face takes place as
shown in Fig. 8. Additional information on the cluster
evolution can be gained from the evolution of the

liquid pore concentration pro®les depicted in Fig. 9.
The evolution of the fraction of pore in each slice that
are liquid, or that belong to the main cluster, or that
belong to the main cluster and are neighbor to at least

one gas pore, are plotted in this ®gure. It can be seen

that the fraction of pores that belong to isolated clus-
ters is negligible at BT. This ®gure also con®rms the

fact that most of the pores occupied by liquid belong
to the main cluster before MCD. The more and more
rami®ed structure of the main cluster is clearly evi-

denced in Fig. 9 since at MCD most of the pore of the
main cluster have at least one neighbor pore which is
occupied by gas.

3.5. Drying curve

The network-drying curve is depicted in Fig. 10.
Four main periods are observed. The ®rst period that
ends a little before BT is characterized by a rapid drop
in the drying rate. It is interesting to note that this

period, although with a less sharp fall in the drying
rate, is observed in the experiment conducted by
Maneval [3] for a pack of glass beads. Then, an almost

constant rate period (CRP) is observed. The fourth
period is a receding front period (RFP) that begins
after MCD. Between the CRP and the RFP, a falling

rate period (FRP) is observed. In the classical theory
of drying [14], drying is divided in two periods: a con-
stant rate period, and below a critical moisture con-

tent, a terminal period when the drying rate falls. As
stressed by Keey [15], however, this classical con-
ception does not account for the diversity of results
reported in the literature. For instance, the fact that

any very sharp discontinuity is observed between the
CRP and the FRP in Fig. 10 is consistent with some
of the drying curves for capillary porous media pre-

sented in [1] as well as with the drying curve measured
by Maneval [3]. Keey notes also that the constant rate
in the CRP is lower than the rate from a free surface.

This is consistent with the rapid drop of the drying
rate given by our model before the CRP starts. Such a
rapid drop is not easy to determine experimentally
since it occurs in the very early stage of drying.

To gain further insights into the mass transfer at the
interface, the ®rst slice average liquid vapor partial
pressure, and the ®rst slice average saturation were

plotted in Fig. 11 together with the drying rate. The
evolution of the standard deviation of the vapor par-
tial pressure distribution in the ®rst slice is also shown

in Fig. 11. Not surprisingly, the (quasi) constant rate
period is associated with a (quasi) constant average
vapor partial pressure at the interface. More speci®-

cally, in a ®rst phase up to BT, the average vapor par-
tial pressure signi®cantly decreases while the standard
deviation increases markedly. The following phase is
characterized by a much slower evolution of the aver-

age pressure and standard deviation. This phase corre-
sponds to the CRP. During the FRP the standard
deviation reaches a maximum around MCD. The FRP

is also characterized by the average vapor partial
pressure drop. The standard deviation decreases very

Fig. 6. Number of clusters as a function of the overall satu-

ration.

Y. Le Bray, M. Prat / Int. J. Heat Mass Transfer 42 (1999) 4207±42244216



Fig. 7. Cluster distributions. Comparison between drainage and drying.
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Fig. 8. Evolution of the cluster extension along z. Each line corresponds to one cluster.
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Fig. 8 (continued)
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rapidly at the FRP-RCP transition and begins to tend

gently towards zero (in the presence of a dry zone, dif-
fusion makes the vapor partial pressure uniform at the
interface).

4. Discussion

The main features of drying that are evident from
the results obtained with the pore network model are
the following: (1) drying can be divided in various

periods, (2) drying periods can be distinguished from

the drying curve and the evolution of various variables

at the interface (average vapor partial pressure, aver-
age saturation in the ®rst slice), and (3) drying periods
can also be distinguished in terms of liquid phase

structure within the network. The results indicate a
strong correlation between the two series of drying
periods but there are some subtleties. For the cubic
system considered, BT and MCD may be considered

as critical points in terms of liquid phase structuration.
The transition between the ®rst period and the quasi-
constant rate period takes place close to BT. MCD

marks the transition between the falling rate period

Fig. 9. Pore concentration pro®les along z. z= 1 corresponds to the open face of network, z= 51 to the bottom face of network.
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and the receding front period. The transition between

the quasi constant rate period and the falling rate
period is smooth and cannot be associated with some
particular `critical point'. This transition takes place

between BT and MCD. During this phase (between
BT and MCD), the liquid phase mainly belongs to the
main cluster. The relative weight of the main cluster
decreases during this phase that is characterized by the

progressive fragmentation of the liquid phase. The

main cluster maintains long distance connections in the
liquid. This results in an essentially isotropic and
homogeneous growth of the gas phase since due to the

long distance connections invasion of a pore can take
place everywhere in the network. As a consequence,
the slice saturation becomes uniform in the bulk
during this phase. Fig. 12 shows the evolution of the

Fig. 10. Network drying curve (the drying rate is normalized by the drying rate at t = 0).

Fig. 11. Evolution of the average vapor partial pressure (normalized by the saturation vapor partial pressure) in the ®rst slice, the

standard deviation of the vapor partial pressure distribution in the ®rst slice, the average saturation in the ®rst slice and the drying

rate as a function of the overall saturation.
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number of cluster and the drying curve. It can be seen
that the transition between the CRP and the FRP is

associated with a transition in the rate of cluster for-
mation. Whereas, as explained before, the main cluster
erosion can take place anywhere in the network, in-

vasion of clusters of smaller size can only occur for
clusters located near the open face (no evaporation
takes place at the boundary of clusters located more

deeply within the system before the RCP). The process
of fragmentation of the liquid phase into clusters
induces the preferential invasion of the clusters that

forms in the open face region. Finally, the following
description of the phase between BT and MCD can be
proposed. Initially after BT, invasions essentially take
place in the main cluster. Progressively, as more and

more disconnected clusters form near the open face
region, more and more invasions occur in these discon-
nected clusters leading to a decrease of the slice satur-

ations more rapid at the interface than in the bulk as
shown in Fig. 5. In this article, due to the intensive
nature of the simulations, no exploration of the in¯u-

ence of the network size was attempted. However, we
know from percolation theory that the percolation
transition (here MCD) becomes sharper as the size of
the system increases, Feder [16]. Therefore a sharper

evolution of the drying curve around MCD is expected
for large network.
Finally, the explanation of a CRP that comes out

from these results is the following: the long distance
connections within the main cluster and the fractal
nature of the percolation cluster that forms in this

capillarity controlled process allow the invasion in the
bulk with almost no evolution of the saturation at the

interface for a signi®cant range of the overall satu-
ration. As explained before, in¯uence of the network

size has not been studied here. However one expects
that the number of pores in the bulk, that are occupied
by gas and that are neighboring sites of liquid sites

belonging to the main cluster, increases more rapidly
with the size of the system than the number of sites at
the interface (open face). At BT we know from the

invasion percolation theory [10] that the number of
sites (pores) belonging to the gas phase varies as L 2.5,
where L is the size of the system (2.5 is the fractal

dimension of the invader cluster in three dimensions).
Most of these pores are neighbor to liquid pores.
Therefore the ratio number of pores occupied by gas
and neighbor to liquid sites/number of site at the inter-

face may be expected to scale as L 0.5. Therefore, it is
expected that the range of overall saturation for which
a CRP is observed will increase with the network size.

Two additional e�ects, which are not taken into
account in the present model, can, however, be put
forward as contributing factors to the occurrence of a

CRP. First, the e�ect considered by Suzuki and
Maeda [2], that is the fact that external transport
along the interface contribute to homogenize the vapor
partial pressures at the interface. Second, the in¯uence

of thin liquid ®lm ¯ows along the pore walls. This in-
¯uence was investigated in Laurindo and Prat [7]. It
was shown that the thin ®lm ¯ows along the roughness

and corners of the pore walls can be a signi®cant
transport mechanism. In particular, ®lm ¯ows lead to
a lower resistance to internal transport compared to

pure di�usion and therefore contribute to maintain
relatively higher partial pressure at the interface. It

Fig. 12. Evolution of the number of clusters and the drying rate as a function of the overall saturation.
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was also shown in that article and its companion
article, Laurindo and Prat [6], that ®lm ¯ows do not

in¯uence the main feature of the phase distribution as
simulated by our pore network drying model.
It is also interesting to observe that the dry and wet

patch phenomenon is captured by our model, as

shown in Fig. 13. This result is in qualitative agree-
ment with the results reported in [3]. In the context of
the present model, dry patches are a consequence of

the invasion percolation process, that is, an invasion
process dominated by capillarity. It is perhaps worth
mentioning that, in our model, the porous structure is

macroscopically homogeneous (there is no correlation
in the throat size distribution). Naturally, large scale
structural heterogeneities (pore size correlation, vari-

ation of local porosity), that may be present in a real
system, would certainly contribute to the formation of
dry patches. However, our result clearly show that
large-scale structural heterogenities are not necessary

to observe dry patches. In the context of our model,
dry patches may be considered as functional hetero-
geneities [17], since they are a consequence of the

transport phenomenon itself. According to percolation
theory, patches of any size can be expected at the
interface during drying. In particular, and contrary to

the assumption made by Van Brakel [1] for explaining
the CRP on the basis of Suzuki and Maeda model, dry
patches much larger than the pore size are therefore

expected as shown in Fig. 13. A systematic study of
the size and the evolution of the dry patches at the

interface is, however, beyond the scope of the present
article.

5. Conclusion

In this study, three-dimensional pore network simu-

lations were used for studying drying of capillary por-
ous media. This type of approach leads to detailed
information on the various aspects of drying (phase

distribution, drying rate) that cannot easily be
obtained experimentally. This approach may be, there-
fore, thought as opening up new perspectives for a bet-

ter understanding of drying. In this article, we revisited
some of the most fundamental aspects of drying, such
that the formation of dry and wet patches and the
occurrence of the constant rate period. It has been

shown that these features of drying were the outcome
of the three-dimensional invasion percolation patterns
that are typical of drying at low capillary numbers.

The results presented in this article are, however,
essentially qualitative and may be regarded as prelimi-
nary. Due to the intensive nature of the computations,

only one realization of a 51 � 51 � 51 network was
considered. In particular, the in¯uence of the network
size has not been investigated.

Fig. 13. Typical phase distribution in the ®rst slice before MCD (dry patch phenomenon). Liquid in dark grey, gas in light grey.
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The study was restricted to situations dominated by
capillarity. We know from previous studies [5,6,18],

that gravity and/or viscous e�ects impose an upper
limit in the size of the clusters that form during drying.
It would be interesting to study the in¯uence of these

e�ects on the drying curve. This could be done
through three-dimensional pore network simulations
without too much di�culties.

Our simulations also suggest that the aspect ratio of
the porous sample should in¯uence the drying curve.
This could be the object of a speci®c study and com-

parisons with experiments could provide an excellent
test of the pore network model of drying used in the
present article. In¯uence of sample size would also
deserve to be explored experimentally.
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